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ABSTRACT

An extended reconstruction of oceanic historical sea-level pressure (SLP) based on

COADS release 2 observations is produced for the 1854-1997 period.  The COADS data are first

screened using an adaptive quality-control procedure.  Land SLP data from coastal and island

stations are used to supplement the COADS data.  The SLP anomalies are analyzed monthly to a

2° grid, using statistics based on twenty years of assimilated atmospheric reanalysis.  A first

order correction is applied to the reconstruction to minimize variations associated with spurious

long-term changes in the atmospheric mass over the oceans.

In the 19th century the reconstruction appears to be too weak, and error estimates for the

reconstruction are largest.  After 1900 the reconstruction variance is stronger, although there are

periods in the first half of the 20th century when sampling is poor and the variance decreases. 

Spatial correlations between the reconstruction and several comparison analyses are highest in

the second half of the 20th century, suggesting greater reconstruction reliability after 1950. 

Additional work is being performed to evaluate climatic variations in the SLP analysis and to

relate them to long-term variations in SST and land temperatures.
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1. Introduction

Analyses of sea-level pressure (SLP) are useful for climate studies, and variations in

surface temperature should in some way be reflected by SLP variations.  Several analyses of SLP

have been computed for climate studies.  Trenberth and Paolino (1980) reconstructed both land

and ocean SLP over the Northern Hemisphere beginning 1899.  Their study found many SLP

data-quality problems that they needed to account for and correct as part of their reconstruction,

especially over land.  Problems they found include discontinuities between data sets and land-

data problems associated with high-altitude stations.  Since we are here concerned mostly with

oceanic SLP we avoid problems with land data.  We also have the advantage of using an updated

version of the Comprehensive Ocean-Atmosphere Data Set (COADS, Slutz et al. 1985) with the

necessary gravity corrections applied.

The analysis of Basnett and Parker (1997) is global, including land, for the 1871-1994

period, and blends together several data sets.  Their independent analysis includes complicated

quality control methods, as well as data corrections where needed.  Since their analysis is global

and covers most of our reconstruction period, we use it for comparison to our results.

A COADS-based marine SLP analysis was produced by Kaplan et al. (2000) for most of

the same period as our analysis period.  Although the input data they use is mostly the same as

ours, we supplement the COADS data with some coastal and island land stations, which may

provide better continuity near land boundaries and islands.  Also, they employ methods that

require all variations to be analyzed using modes computed from a recent subset of the data

itself.  Thus, modes of variations not spanned by that data subset are filtered out of their analysis,

and regions not covered by that subset can never be analyzed.  
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The assimilated NCEP/NCAR reanalysis of Kalnay et al. (1996) gives global SLP data

that covers approximately the last 50 years.  However, satellite data for assimilation are not

available before 1979.  Before then, the reanalysis depends more heavily on the base

atmospheric model into which the data are assimilated.  Here we use only the satellite-period

(1980-1999) SLP from the reanalysis, both to develop statistics needed for reconstruction and to

help evaluate our results.  

 Our analysis is an attempt to produce an improved statistical historical SLP analyses. 

One difference in our analysis is the use of updated COADS SLP data, merged with some coastal

and island station SLP data.  These data are screened using adaptive quality-control methods. 

Another difference is our analysis method, which is explicitly designed to analyze large scale

signals while filtering out data noise.  Since our method uses full global statistics from the

reanalysis, our analysis is also fully global.  Comparisons and error estimates are used to help

evaluate our analysis.  Analysis of climate signals in our SLP analysis will be evaluated in a

future study.

2. Data

2a. COADS Data

The main source of SLP data used for this analysis are derived from the latest version of

the Comprehensive Ocean Atmosphere Data Set release 2, with updates through 1997 (COADS,

Slutz et al. 1985, Woodruff et al. 1998).  In this version of COADS gravity corrections have been

applied to data sources that require them.  These corrections adjust observed raw observations to

the gravity at 45° latitude, and can amount to approximately ± 2.6 mb (see Basnett and Parker
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1997 for a discussion of gravity corrections).  We first quality-control (QC) the SLP, as in Smith

and Reynolds (2002).  A QC step is needed to ensure that isolated bad observations don’t

contaminate the reconstruction.  The QC method compares SLP anomalies to a local smooth

analysis of SLP anomalies, which resolves seasonal to interannual variations.  Thus, large

anomalies may pass the QC if they are associated with sampled local variations on those time

scales.  This local, smoothed analysis is an optimum interpolation (OI) analysis.  The local OI

uses only local SLP anomalies but excludes anomalies more than five standard deviations from

the mean, to keep outliers from distorting the local analysis.  Statistics used for the SLP QC

method are computed here using the reanalysis data, discussed below.  Since the reanalysis is

spatially complete for all times, it can yield spatially-complete statistics without noise induced

by data gaps.  We screen out data more than three standard deviations from the local OI analysis. 

Details of the QC method are given by Smith and Reynolds (2002).

 As an example we show the frequency distribution of all COADS observations and those

observations that pass the QC, for two representative decades in the Southern Hemisphere

extratropics (Fig. 1).  For both the 1890s and the 1970s, anomalies of ± 5 mb are minimally

affected, and the frequencies of larger anomalies are only slightly reduced.  Note that in the

1970s there are some extreme negative outlier observations that are off the scale.  Those outliers

are all screened out by the QC.  In other times and regions results are similar.

The global number of individual observations and the number of observations that pass

QC are shown in Fig. 2 (upper panel).  The number of observations is low before the middle of

the 20th century, especially before 1900 and associated with the two world wars.  For example,

there are about three times as many observations in the last 30 years than in the 1930s. 
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Anomalies that pass quality control are averaged together into super observations, defined as

monthly averages on a 2° grid, with grid centers on 0°E, 2°E, ..., 2°W by 88°S, 86°S, ..., 88°N. 

The number of super observations both without and with QC are shown in Fig. 2 (lower panel). 

The relative change in the number of super observations between the early and late 20th century

is less than with individual observations, but there are still relatively low numbers before 1900

and during the world wars.  In addition, in the post-1950 period a large number of super

observations are lost due to quality control.  As Fig. 1 and similar frequency diagrams indicate,

the screening does not change greatly from one period to another.  Some of the increased

screening since the 1950s may be due to screening limits becoming tighter, due to an increasing

number of observations in the local OI analysis used for QC.  However, much of the increased

screening in this period is due to there being more extreme outlier observations (absolute values

of the anomalies exceeding 100 mb).

2b. Supplemental Station SLP Data

Coastal and island SLP stations provide a number of fixed long time series, some

extending over 100 years or longer.  These station data are less noisy than COADS data, as

discussed below.  Thus the land station data can help to anchor the reconstruction at islands and

coasts where they are available.  The land-station SLP data we use are derived mostly from Vose

et al. (1992), with updates.  A few additional stations and extensions of the SLP data records

were obtained using the data of Allan et al. (1991), Können et al. (1998), Hurrell (1995), and

Jones et al. (1997).

To choose the best stations for anchoring our reconstruction, we use the following
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requirements.  The station time series length must be at least 50 years long and be at least 70%

full on a monthly basis.  Stations must begin no later than 1930 and have at least 48 months of

data within the 1980-1999 period, since that is our base period and the station data are recentered

so that the average anomaly is zero over that period.  Geographically, stations must be within 2°

of our ocean-analysis region and their reported altitude must be no more than 200 m.

A total of 58 stations pass these tests.  Their locations are shifted to the center of the

nearest 2° ocean grid square for use in the reconstruction.  Locations of the station data (Fig. 3)

indicate that these stations are most useful in the North Atlantic, Tropical Pacific and Indian

Ocean regions.  But there are stations that can also contribute to reconstruction in the Southern

Hemisphere, the North Pacific, and the Arctic Ocean regions, especially in the period since 1930.

2c. Reanalysis SLP Data

Monthly reanalysis SLP data (Kalnay et al. 1996) from 1980-1999 are used to compute

reconstruction statistics.  In this period the reanalysis incorporates satellite data, which

influences the reanalysis SLP.  Thus the data for this period will be more homogeneous with

better coverage than over the longer reanalysis period.

The monthly SLP climatology is computed for the 1980-1999 period using the reanalysis

data.  This climatology is subtracted from the reanalysis data to form anomalies.  The reanalysis

SLP anomaly standard deviation (Fig. 4) shows that strongest variations are in high latitudes,

especially the North Atlantic, North Pacific, and the South Pacific.  Although tropical variations

are important to climate variations their magnitude is much less than extra-tropical variations. 

Assuming that similar variations occur over the historical period, our SLP reconstruction should
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produce a similar standard deviation field.

The same reanalysis climatology used to form reanalysis anomalies is also used to form

anomalies of COADS observations and station data.  To compute the observation anomaly, the

climatology is temporally interpolated to the observation day.  The station SLP anomalies are

further adjusted by removing the mean 1980-1999 anomaly, to ensure that they do not introduce

a bias.

If the reanalysis SLP data are assumed to be the noise-free truth, then estimates of the

noise in the station data and the COADS data can be estimated by comparison to the reanalysis

data in their overlap period.  Beginning with the station data, if we let P be the reanalysis SLP

anomalies, assumed to be error free, and let Ps be the station SLP anomalies, then we can write

 (1)P Ps s= + ε

where gs is the error in the station data, which we will assume to be both random and unbiased. 

Since all error is assumed random and unbiased, we can use (1) to show that the covariance

between P and Ps is simply the variance of P, which we call F2.  Also with this error, the

variance of Ps can be written as 

,σ σ εs s
2 2= +

where <gs
2> is the error variance of the station data.  Substituting these identities into the

definition of correlation between P and Ps, which we call rs, we can obtain an expression for the

error variance in terms of the correlation and the variance,

   . (2)[ ]ε σs sr
2 2 21 1= −/
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Thus, if the correlation is one there is no error variance, and the error variance increases as the

correlation decreases.  Equation (2) assumes that the correlation is not zero, which is the case for

our data.  An estimate similar to (2) can be used to produce the COADS SLP error variance,

<gc
2>, using the correlation with COADS SLP anomalies.

Since all errors are here assumed to be random, we can find the number of COADS

observations equivalent to one station observation, N, using

     ,ε εs c N2 2= /

or

      . (3)N c s= ε ε2 2/

From (2), this number can be computed using the correlations.  Using global values and all

stations, this comparison shows that COADS 2° super observations have much more noise than

the station data, and that it takes approximately nine COADS 2° super observations to equal one

station observation (N .9).

3. Analysis Methods

As discussed above, a number of SLP reconstructions have been computed by others

(Trenberth and Paolino 1980, Kalnay et al. 1996, Basnett and Parker 1997, Kaplan et al 2000). 

Here we discuss our reconstruction methods, to be used with updated COADS data and land

stations to produce a statistical reconstruction of the oceanic SLP.  In designing our methods we

make use of global spatial covariance information provided by the Kalnay et al. (1996)

reanalysis of the satellite period, to produce a globally-complete analysis.  In regions with
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insufficient data the analysis damps toward zero anomaly.

3a. The Statistical Analysis Method

The statistical analysis method is similar to the method used by Smith and Reynolds

(2002) for SST, with modifications as discussed below.  We separate the low- and high-

frequency SLP anomaly variations and analyze them separately.  The low-frequency anomaly

variations are analyzed by first forming 10° latitude by longitude monthly averages from all

monthly anomaly 2° super observations with absolute values within one standard deviation of

the mean.  Here the mean and anomaly standard deviation are defined using the 1980-1999

reanalysis SLP.  We exclude values more than one standard deviation from the mean in this step

since we are here only interested in analyzing the relatively small low-frequency variations, and

we wish to avoid having sparse large anomalies bias the estimate.  Those monthly 10° values are

then averaged annually for all years with at least six 10° regions defined.  The annual averages

are used to estimate the low-frequency anomalies using a 15-year median filter centered on each

year, provided that at least four of the 15 years are defined.  At the end points the parts of the

filter extending beyond the ends are truncated.  Binomial spatial filters are used to fill in any

remaining blanks and to smooth the field.  These 10° low-frequency fields are interpolated to the

2° grid and subtracted from the 2° super observation anomalies for every month in the

appropriate year.  The residual high-frequency anomalies are then analyzed.

The high-frequency analysis is computed by projecting the residual anomaly observations

onto a set of anomaly SLP modes.  In Smith and Reynolds (2002) anomaly increments were

analyzed, and the one-month autocorrelation was used to damp variations associated with
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unsampled modes.  However, although SLP anomalies tend to have larger spatial scales than

SST anomalies, they also tend to have shorter temporal scales (e.g., Davis 1976).  In a test we

found that the SLP modes have e-folding times of a month or less.  Since we are producing a

monthly analysis, we don’t attempt to make use of temporal correlations to damp the modes, as

we did for SST.

The high-frequency anomalies are projected onto a set of empirical orthogonal

teleconnections (EOT, van den Dool et al. 2000) modes, computed as in Smith and Reynolds

(2002).  We found that the first 50 EOT modes span nearly all of the base-period reanalysis SLP

anomaly variance, so we use that set of modes for our analysis.  We analyze the data using only

those modes that are adequately sampled by the data, as shown by the fraction of the mode’s

variance sampled,

, (4)f m
x x a x F x

x a x F x

m
x A

m
x A

( )
( ) ( ) ( ) ( )

( ) ( ) ( )
= ∈

∈

∑
∑

δ ψ

ψ

2

2

where Rm(x) is the value of mode m at point x; *(x) = 1 if point x is sufficiently sampled, and

zero otherwise; a(x) is the relative area represented by point x; and the summation is over the

reconstruction region A.  The variable F(x) is a weighting factor, defined below.  Here we define

a mode as sufficiently sampled if f(m) $ 0.15, which is the same criteria used by Smith and

Reynolds (2002).  

The high-frequency analysis is thus computed by
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, (5)H x x wm m m
m

M

( ) ( )=
=
∑ ψ ∆

1

where )m = 1 if mode m is sufficiently sampled and zero otherwise, and M is the total number of

modes used for analysis.  For each mode selected, the set of weights, wm, m = 1, 2, ..., M,

minimizes the mean-square error of H(x) compared to the data over the entire region (as in Smith

et al. 1996).

We account for the greater accuracy of the coastal and island land SLP data, compared to

the COADS super observations, in both the weighting of super observations and in the analysis. 

To form super observations at locations with a land station, the super observation value is set

equal to , where Pc is the COADS SLP anomaly and N is defined in( ) ( )P P NP Nc s= + +/ 1

equation (3).  We use N = 9 globally based on our estimates.  These are the merged COADS and

land-station SLP anomalies that are analyzed.

In order to compute the best-fit weights for equation (5) we solve the equation

, (6)w x x x a x F x P x x F xn n m
x An

K

h m
x A

ψ ψ δ ψ δ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
∈= ∈
∑∑ ∑=

1

where m = 1, 2, ..., K are the modes found to be adequately sampled (K # M), and Ph is the high

frequency merged COADS and land-station SLP anomalies.  Here and in equation (4),
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F x
COADS only

N land stationonly
N both

( ) =
+









1

1

is a weight that accounts for the greater accuracy of the land-station data.  Thus, land-station

observations are treated as if they were N individual COADS observations.  The total

reconstruction for a particular time is thus

, (7)R x H x L x( ) ( ) ( )= +

where L(x) is the low-frequency analysis, discussed above.

3b. Removal of Artificial Trends

As noted above, gravity corrections were applied to some of the SLP data.  Careful

research was used to identify data requiring these corrections, but it is possible that future work

will show the need for a slightly different distribution of corrections.  There may also be other

unknown instrument or recording problems that could induce an artificial trend in the data.  In

addition, the early decades have more sparse and variable sampling compared to the most recent

decades.  Sampling of SLP may also change over time as ships evolved from sailing to steam and

motor powered vessels, and as better forecasts allowed ships to avoid storms.  Such changes in

sampling can contribute to artificial trends in the SLP data.  Real trends in SLP can occur due to

climate variations, but since the atmospheric mass is approximately constant any change in one

place must be balanced elsewhere.  To minimize artificial trends we perform a first order
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correction to the analyzed data so that the long-term oceanic SLP approximately maintains this

balance.

Since we wish to produce a first-order correction for trends, we base the correction on

averages of reconstructed SLP anomalies.  We first compute the global and eleven-year running

average of the SLP anomalies.  If there are no artificial trends then this time series should be

constant, since the global average SLP over the oceans should be approximately constant.  This

assumes that there is no long-term net atmospheric mass exchange from the continents to the

oceans.  The eleven-year average is used to remove high-frequency noise.  Any changes in this

time series are assumed to be artificial.  This time series is regressed against the annual-average

SLP anomalies at each point on the map to find the spatial pattern associated with the artificial

variations (Fig. 5).  The spatial pattern is computed similar to an EOT mode, except that here the

time series is specified as the artificial global trend.

Much of the artificial change occurs before 1870, when sampling is extremely sparse. 

However, a gradual change continues over the analysis period.  The regions where the artificial

changes are largest are high-variance regions, including the mid-latitudes of the Northern and

Southern Hemispheres, where there is a positive trend over the analysis period.  Over the tropics

this regression indicates that there is little variation.  This pattern suggest that improvement of

the mid-latitude storm avoidance by ships measuring SLP may by responsible for the trend.  This

artificial-variation mode is almost identical to the leading empirical orthogonal function of the

low-frequency filtered reconstruction, indicating the need to remove it before searching for

physical modes of variation.  Note that physical changes in atmospheric vapor pressure can

produce systematic changes in SLP, but the artificial trend shown here is too large to be caused
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by realistic vapor pressure changes.

We remove this estimate of the artificial variance from the reconstruction.  If J(t) is the

spatial and eleven-year average for a given time, t, and "(x) is the regression value at a spatial

location, x (as shown by Fig. 5), then the corrected reconstruction is produced by adjusting

equation (7),

. (8)R x t H x t L x t t xc ( , ) ( , ) ( , ) ( ) ( )= + − τ α

3c. Error Estimates

It is useful to have an analysis error estimate to help indicate when and where the

analysis is reliable.  The mean-squared error (MSE) of the analysis is by definition

(9)

E P P

P P PP
a

a a

2 2

2 2 2

= −

= + −

( )

where P is the actual SLP anomaly, Pa is the analysis estimate, and the brackets denote

averaging.  We may define the analysis as a function of the actual value plus some error,

,P Pa = + +α β ε

where " and $ are constants and g is an uncorrelated residual with zero mean.  Using this

functional definition, the variance of Pa is

σ α σ εa a aP P2 2 2 2 2 2= − = +
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where F2 = <P2> - <P>2 is the variance of P, and the covariance between them is

.Cov P P PP P Pa a a( , ) = − = α σ2 2

Substituting these definitions into (9) and factoring of terms allows us to rewrite the error as 

. (10)( )E P Pa
2 2 2 2 2

1= − + + −σ α ε( )

On the right-hand side of equation (10), the first term, F2(1-")2, is the error caused by the

analysis being too weak or too strong.  This amplitude error is largest in our analysis when the

sampling is sparse and the variance is damped.  The term <g2> is error caused by uncorrelated

noise in the analysis.  Because g is uncorrelated the mean of its cross products with other terms is

zero.  Since we project data onto physical modes, screening out all poorly-sampled modes, this

term should be small in our analysis.  Therefore we disregard it.  The final term on the right-hand

side is error caused by bias in the analysis.  As noted above we constrain our analysis to

minimize the global-average trend, which should greatly reduce the bias error.  Therefore we

also disregard this term.  It is unlikely that either of these terms are exactly equal to zero in our

analysis, but they should generally be less than the amplitude error.

With <g2> = 0 the analysis variance is Fa
2 = "2F2.  Using that and the assumption of zero

bias error we may estimate our analysis MSE as

. (11)( ) ( )Ea a
2 2 2 2

1= − = −σ α σ σ

We assume that the actual standard deviation, F2, is approximately stationary and can be

estimated using the 1980-1999 reanalysis data (Fig. 4).  We estimate the analysis standard

deviation, Fa
2, using fifteen years of data centered on the time of interest, which allows us to
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estimate the sampling error using equation (11).  

This estimate may underestimate error slightly, since we disregard noise and bias error. 

However, if the variance is not stationary then this estimate may overestimate the error.  For

example, if the actual standard deviation at a given time is F + *F, where *F is the increment in

standard deviation for the time, then substitution into equation (11) yields the corrected error

variance,  .  However, equation (11) should give a reasonable( )E E Ea aδ δσ2 2 2= + ≥

estimate of our analysis error, which may be used as a measure of when and where the analysis is

reliable.

The normalized standard error, Ea /F = 1 - Fa /F, indicates where sampling for the analysis

is good enough to produce a strong signal relative to the background state.  A normalized error

close to 1 indicates a heavily damped analysis due to insufficient sampling.  Small normalized

errors indicate good sampling and a strong analysis.

4. Results

Results of the corrected reconstruction, from equation (8), are discussed and compared to

the Global Mean SLP Data Set 2, version f (GMSLP2) analysis of Basnett and Parker (1997),

and also compared to the Kaplan et al. (2000, KEA) analysis.  Anomalies of both are interpolated

to our 2° grid.  We use these analyses for comparisons because they are global or near-global and

they overlap most of our analysis period.

Spatial statistics (Murphy and Epstein 1989) help to illustrate some overall characteristics

of the analyses.  Here we discuss annual averages of monthly spatial statistics.  The spatial
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standard deviations, over the area 60°S-60°N for the reconstruction (Recon), GMSLP2, the

analysis of KEA, and Kalnay et al. (1996, Ranal) indicates the spatial variability of each analysis

over time (Fig. 6a).  All of the data sets are most similar after 1950.  Before 1950 the Recon

strength is more variable than GMSLP2, with larger standard deviation values around 1910 and

the 1920s and 1930s and lower values in the late 1910s and the early 1940s.  These times of

lower reconstruction standard deviation values are also times when the number of modes used

for reconstruction is relatively low (Fig. 6b), indicating that the lower analysis values are due to

damping when sampling is poor.  

Compared to the Recon, the COADS-based KEA analysis generally has weaker spatial

variability, and it shows greater reductions in the 1910s and before 1880.  This suggest that

Reanal-based modes used for our reconstruction may better span SLPA variance than the

COADS-based modes used by KEA.  In addition, the GMSLP2 spatial standard deviation values

are more constant than with the Recon.  After 1950, temporal changes in the GMSLP2 standard

deviation are similar to changes in the Recon and KEA.  Before 1950, when sampling is more

sparse, the GMSLP2 standard deviation has little change over time.  This suggests that GMSLP2

in this sparse-sampling period is damped toward a base state with that level of variance.

Regional spatial standard deviations (Fig. 7) show that dips in the Recon standard

deviations in the 1910s and 1940s are due to large reductions in the Southern Hemisphere

extratropics.  The KEA analysis shows a similar reduction in the 1910s in the Southern

Hemisphere as well as a reduction in the tropics for that period.  However, KEA has less

Southern Hemisphere reduction than the Recon in the 1940s.  The lesser KEA reduction in the

1940s may be due to the fact that the KEA analysis does not cover much of the Southern
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Hemisphere south of 40°S or the southeast South Pacific, while we produce an analysis for the

entire region, which is damped when data are sparse.

Over most of the analysis period the sampling is good for the North Atlantic.  Before

1880 in the North Atlantic, the Recon standard deviation is less stable, indicating that even in the

North Atlantic that may be as far back as a useful analysis may be computed.  In the same period

KEA and GMSLP2 standard deviations are damped.  For the entire Northern Hemisphere

extratropics, the Recon has an unrealistic jump in spatial standard deviation shortly before 1910,

suggesting that North Pacific sampling is insufficient for reliable analysis before 1910.  For all

regions the GMSLP2 standard deviation is most consistent, and tends to be higher than the others

in the tropics and lower in the extratropics.  Sampling appears to be sufficient after 1910 for all

regions except parts of the Southern Hemisphere, where sampling is insufficient in the 1910s and

the early 1940s.

Spatial correlations between the Recon and the other analyses indicate how closely the

anomaly patterns match (Fig. 8).  Correlation with the Ranal over our base period are high,

indicating a close matching of anomaly patterns for that overlap period.  This high correlation is

helped by the fact that the Recon is based on Ranal modes.  However, the KEA analysis uses

COADS-based modes, and it also has a high correlation after 1950.  The GMSLP2 analysis

correlates strongest after 1950 when sampling is best, although its correlation is lower than with

the COADS-based KEA analysis.  For both historical analyses, correlations with the Recon

decrease before 1950 and are low before 1900.

Temporal standard deviations of the monthly reconstruction anomalies for the 1910s,

1920s, 1940s, and 1950s (Fig. 9) helps to show why Southern Hemisphere spatial standard
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deviations vary in the 1910s and the 1940s.  In those two decades, the high-latitude standard

deviation is damped because of sparse sampling.  For the region north of 30°S the standard

deviation does not change much between these periods.  In the 1950s the standard deviation is

similar to the Reanal standard deviation (Fig. 4), although there are differences.  Thus, our

assumption that the standard deviation is stationary, used for error estimates, is only

approximately true.

The normalized standard error also helps to show regions and times when the analysis is

more reliable.  Standard Error (from the square root of equation (11)) is normalized with the

Ranal standard deviation.  Here we show the error of annual averages, averaged for decades to

indicate typical normalized errors for those decades (Fig. 10).  In regions where the normalized

error is close to 1 the error is as large as the signal, and the analysis is of little use.  Such regions

occur at high latitudes, especially in the Southern Hemisphere.  In the 1910s and the 1940s, the

error in these regions increases slightly.  In the 1910s most of the South Pacific has normalized

error above 0.5, while for the 1940s error is largest in the southeast South Pacific.  The North

Pacific shows some higher normalized error values for the 1910s, but is lower in later decades.  

In most of the Atlantic and Indian basins the normalized error is low over these decades. 

An exception is in the North Atlantic near Britain, where the normalized error tends to be larger. 

In that well-sampled region,  the unanalyzed COADS values are consistent with our

reconstruction, and both show larger variance in the 1950s than in the 1980-1997 period.  As

Fig. 9 shows, this is a region with a strong gradient in the standard deviation, so slight shifts in

the mean atmospheric weather patterns can cause large changes in the local SLP variance.  Since

our assumption of stationary variance is violated in that region, the local error is overestimated.
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5. Summary

We present a new global SLP analysis based on COADS data.  The input COADS data

are first screened using adaptive quality control to remove outliers.  Anomalies of the screened

data are formed using the 1980-1999 reanalysis climatology of Kalnay et al. (1996).  Those

anomalies are averaged monthly and to 2° squares before statistical analysis.

The statistical analysis separately analyzes low- and high-frequency variations.  Low-

frequency variations are analyzed by large-scale and temporal averaging.  High-frequency

variations are analyzed by fitting the COADS anomalies to a screened set of covariance modes. 

The global set of modes are computed from the 1980-1999 Kalnay et al. (1996) data.  They are

screened to exclude modes not adequately sampled by the data for a given time.  The analysis is

computed monthly from 1854 to 1997.  

Comparisons to other analyses and an error estimate of our analysis help to show the

analysis reliability.  Because of sparse data, the analysis is not reliable before 1900 except in the

North Atlantic, where it is reliable back to about 1880.  In the North Pacific it is unreliable

before 1910, and in the Southern Hemisphere extratropics it is unreliable in the 1910s and the

1940s.  After 1950, when sampling is most dense, the analyses compared are most similar. 

Climatic variations of our SLP analysis will be evaluated in a future study.
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FIGURE CAPTIONS

Fig. 1. Frequency distributions as a percent of the total number of observations within

the region for the 60°S-30°S area and the decade of the 1890s (upper panel), and

the decade of the 1970s (lower panel).  The solid line is the distribution of raw

COADS observations, the dashed line is for QC screened observations.  On the

horizontal axes is the SLP anomaly in mb.

Fig. 2. The number of annual individual COADS SLP observations (in millions, upper

panel), and the number of annual 2° super observations (in thousands, lower

panel).  The solid line is the number of raw COADS observations and the dashed

line is the number of QC screened observations.

Fig. 3. Locations of the 58 supplemental coastal and island SLP stations.  The size and

shape of the mark shows the approximate length of each record, as indicated.

Fig. 4. Standard deviation (mb) of the 1980-1999 monthly reanalysis SLP anomalies. 

Contour interval is 1 mb, values less than 1 mb and greater than 5 mb are shaded.

Fig. 5. Correction for the reconstructed SLP anomalies.  The 11-year and global average

SLP anomaly (upper panel) and the regression of that time series on the

uncorrected annual-average reconstructed SLP anomalies (lower panel).

Fig. 6. Spatial standard deviation (60°S-60°N) of the reconstruction (Recon), GMSLP2,

Kaplan et al. (2000, KEA), and Kalnay et al. (1996, Ranal), in the upper panel. 

The lower panel shows the number of modes used in the reconstruction.  For both

the annual averages of monthly values are shown.

Fig. 7. Spatial standard deviation, and in Fig. 6,  for the North Atlantic (23°N-60°N,
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70°W-0°W), the Northern Hemisphere extratropics (23°N-60°N), the tropics

(23°S-23°N), and the Southern Hemisphere extratropics (60°S-23°S).

Fig. 8. Spatial correlation (60°S-60°N) between the reconstruction the comparison

analyses: GMSLP2, Kaplan et al. (2000, KEA), and Kalnay et al. (1996, Ranal). 

Shown are annual averages of monthly values.

Fig. 9. Temporal standard deviation (mb) of the reconstruction for 1910-1919, 1920-

1929, 1940-1949, and 1950-1959.  Contour interval is 1 mb, values less than 1 mb

and greater than 5 mb are shaded.

Fig. 10. Normalized error estimates for annual averages of the reconstruction, averaged

for the decades 1910-1919, 1920-1929, 1940-1949, and 1950-1959.  The contour

interval is 0.5, and the 0.2 contour is also added.  Values less than 0.2 and greater

than 1 are shaded.


